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Figure 1: Automatic cropping by searching a database of well-composed examples. By searching for similar spatial layouts, we
can find exemplar images that have different low-level features but are similarly composed. (1a) A poorly composed photograph
to be cropped. (1b) We search a large database of well-composed photographs. Shown are the nearest 30 matches to the input
using our semantic descriptor. Similar to the input image, these exemplars all contain vegetation at the bottom of the frame, sky
at the top, and many contain water in the center. (1c) A semantically similar but visually different exemplar is found. (1d) The
input image is cropped to match the exemplar. The horizon line is in the same location, and the vegetation on the left is a grassy
hill rather than a tree. The aspect ratio is set to match the exemplar’s.

Abstract
We present a data-driven method for automatically cropping photographs to be well-composed and aesthetically
pleasing. Our method matches the composition of an amateur’s photograph to an expert’s using point correspon-
dences. The correspondences are based on a novel high-level local descriptor we term the “Object Context.”
Object Context is an extension of Shape Context: it is a descriptor encoding which objects and scene elements
surround a given point. By searching a database of expertly-composed images, we can find a crop window which
makes an amateur’s photograph closely match the composition of a database exemplar. We cull irrelevant matches
in the database efficiently using a global descriptor which encodes the objects in the scene. For images with sim-
ilar content in the database, we efficiently search the space of possible crops using Generalized Hough Voting.
When comparing the result of our algorithm to expert crops, our crop windows overlap the expert crops by 83.6%.
We also perform a user study which shows that our crops compare favorably to an expert humans’ crops.
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1. Introduction

A photograph’s composition can make the difference be-
tween an inappreciable image and an unforgettable piece
of art. Cropping many photographs can be time-consuming
and tedious. We address the problem of automating crop-
ping to make a photograph more aesthetically pleasing. A
fully-automatic cropping algorithm can serve as a first pass
for a photographer, eliminating much of the work while still
giving full control over the aesthetics. For extremely large
datasets which cannot be manually cropped, the benefit of
a fully-automated algorithm outweighs the cost of errors.
This problem is challenging because it requires some no-
tion of the subjective quality of a photograph’s composition;
for this reason, naive retargeting approaches such as scaling,
cropping, black bars, or aesthetic-insensitive retargeting al-
gorithms are not sufficient.

Most previous attempts at solving this problem have di-
rectly encoded composition rules and applied these rules
to images, but we believe rule-based methods are not gen-
eral enough to capture the diversity of possible photographs.
Other approaches have used low-level features and saliency
maps to learn from a training set, but these methods fail
to capture higher-level semantics inherent in many pho-
tographs.

In order to capture these semantics, we present a new
method of cropping based on semantic composition search.
Our method is based on finding correspondences between
a local descriptor we term the “Object Context,” which de-
scribes the spatial arrangement of objects around a point
based on a semantic labeling. This is motivated by our
definition of composition: the spatial relationship between
elements in a scene. Object Context is an extension of
Shape Context [BMP02], which describes the arrangement
of points in a binary line drawing. Using a database of well-
composed exemplars, we can pick the crop with the best
matching score to one or more exemplars using our com-
position distance function.

1.1. Method Overview

Our contributions are fourfold: the Object Context image de-
scriptor, a composition distance function based on the de-
scriptors, an efficient method for searching the space of pos-
sible crops and minimizing the composition distance, and
an efficient database culling scheme. These contributions
differ from prior data-driven methods in that (1) we use a
higher-level descriptor which models composition semanti-
cally, and (2) we do not need to evaluate a large space of
possible crops to find the best one. The cropping pipeline
consists of searching the database for similar images, match-
ing the composition of the input image to each of these ex-
emplars by minimizing composition distance, and outputting
the optimal crop/exemplar pair.

2. Related Work

2.1. Retargeting and Thumbnailing

Retargeting an image for different aspect ratios and sizes has
received attention in several papers. The goal of these meth-
ods is to summarize the important data in the image without
introducing artifacts. Aesthetics and composition are not ac-
counted for.

Suh et. al. [SLBJ03] automatically crop an image to max-
imize the important regions in a thumbnail. Their goal is to
make the thumbnail as recognizable as possible so a human
can quickly find the desired fullsize image. There have been
several other methods with similar goals [RSA09,WTSL08,
SCSI08, AS07, STR∗05, SS09].

Rubinstein et. al. [RGSS10] have analyzed several other
image retargeting methods which aim to resize an im-
age while minimizing distortion and missing content. Their
study shows that combining several retargeting operators
(such as warping, Seam Carving, and cropping) is often nec-
essary to avoid visual artifacts. They also show that users
often prefer just the cropping operator because it creates the
least visual artifacts, which has been verified again more re-
cently by Panozzo et. al. [PWS12]. A survey article by Va-
quero et. al. [VTP∗10] provides a summary of other retar-
geting techniques.

2.2. Optimizing Composition

There are many composition rules which can make a well-
composed photograph. Liu et. al. [LCWCO10] rank a pho-
tograph based on how well they follow the Rule of Thirds,
Diagonal Dominance, Visual Balance, and Region Size. Sev-
eral other methods also encode different composition rules
[Ban04, YSQ∗12].

Santella et. al. [SAD∗06] crop photographs based on eye-
tracking data, zooming in on important regions. They are
able to place important regions according to the Rule of
Thirds, but found that it did not improve the quality of their
crops.

Zhang et. al. [ZZS∗05] use predetermined templates to
determine where faces in photographs should be placed, and
crop the image to match the templates. The method is limited
to face images which have precomputed templates.

She et. al.use a data-driven method to encode well-
composed saliency maps [SWS11]. They crop images to best
match a saliency map in their database. However, a saliency
map is unable to distinguish two overlapping objects with
similar saliency.

Zhang et. al. [ZWH13] and Bhattacharya et. al. [BSS11]
rely on segmentation algorithms to optimize the location of
objects. While these methods are more flexible, they can suf-
fer from artifacts such as incorrect lighting on moved ob-
jects.

c© 2014 The Author(s)
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(a) We want to describe the
spatial layout at the point indi-
cated by the red circle.

(b) For a given input image,
we run several object detec-
tors.

(c) We look at a local re-
gion around the point in each
object detection probability
map.

(d) We compute log-polar his-
tograms of the probability
maps and concatenate the val-
ues of each bin.

Figure 2: Simplified steps for computing the Object Context.

Other works combine low-level features using a database
of well-cropped images to determine which regions belong
inside the crop window [AM11, NOSS09]. Neither of these
methods take into account the composition: they do not dis-
criminate between where in the frame each region belongs.
Ahn and Mehta [AM11] compute several low-level feature
vectors at each pixel and use a Conditional Random Field to
determine which pixels should be inside the crop region. The
final crop window is the smallest window which contains
90% of these pixels. Similarly, Nishiyama et. al. [NOSS09]
combine local features into a large feature vector and use a
classifier to rate the crop, then search for the optimal compo-
sition. We believe our Object Context descriptor is comple-
mentary to these methods; it will add higher-level semantic
information to the classifiers.

3. Modeling Composition with Object Context

To describe the composition in an image, we first describe
the composition of a point using the Object Context. The
Object Context is a local descriptor of the semantic object
labels in a circular region around a pixel. Figure 2 summa-
rizes the algorithm; we describe it in detail below.

Given an image, run n object detectors which provide
dense, per-pixel labels to get n probability heatmaps Hi,
i ∈ [1,n]. Each pixel j in Hi is the probability that Hi( j) con-
tains object i.

The Object Context of a pixel is a log-polar histogram
around that pixel. Each bin is an n-dimensional vector (one
for each object heatmap). Thus, if we have p polar bins, and
d log-distance bins, our descriptor size is p · d · n. Figure 2d
visualizes this histogram.

Computing the Object Context naively on many pixels
would be prohibitively slow. Since our bins are log-polar and
not rectangular, we cannot use integral images. We present
two solutions: an exact method for a small number of de-
tected objects, and an approximate method if there are many
objects.

3.1. Exact Computation using Convolution

With a small number of object detectors (small n), we con-
volve each image pd times, where the kernel corresponding
to each bin is 1 for any pixel location that falls into the bin,
and 0 elsewhere. After each convolution,the Object Context
can be computed in O(pd), whereas the naive solution would
require us to sum over O(2d) pixels. Therefore, if we want
to compute the Object Context for m pixels, and our im-
age contains S pixels, our runtime improves from O(m2d)
to O(pd (S logS)+mpd). The S logS term is the runtime of
computing the Discrete Fourier Transform (DFT) to trans-
form the image into frequency domain, performing the con-
volution, and transforming back into the spatial domain. The
DFT of the image is cached and re-used for each convolu-
tion, and the DFTs of each kernel are precomputed.

3.2. Approximate Computation

For large n, the convolution can become prohibitively slow.
In this case, we first compute the top k labels per pixel, then
compute an approximate log-polar histogram by only using
these k labels. Although this only allows k objects per pixel,
it does not place practical constraints on the total number of
objects in the scene.

4. Computing the Composition Distance

To evaluate how similar two photographs are in terms of
their composition, we define a new distance function called
the Composition Distance. We find a correspondence be-
tween the Object Contexts in two photographs, and use the
cost of this correspondence as our distance function. Each
photograph can be viewed as one set in a bipartite graph. By
sampling points from the photographs and creating a cost
between pairs of points in the two sets, we can solve an
instance of the Bipartite Graph Matching problem. Our al-
gorithm is closely related to the Corresponding Boundary
Maps algorithm [MFM04], which was used to compare the
boundaries drawn by a human to those generated by a ma-
chine. The algorithm follows these steps:

c© 2014 The Author(s)
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A. Samii & R. Měch & Z. Lin / Data-Driven Automatic Cropping using Semantic Composition Search

(a) Select sample points in each
image. Each point is a node in a
bipartite graph. We visualize just
a few.

(b) Compute the graph edge costs
by differencing the Object Context
descriptors between points.

(c) Create outlier nodes. Real-to-
outlier edges are in blue. Outlier-
to-outlier edges are in green.

(d) Solve the assignment problem
for the minimum-cost graph.

Figure 3: The algorithm, as described in Section 4

1. Object and Saliency Detection We run several object
detectors on the image (see Implementation Section 7.1
for details). We also generate a saliency map using the
method of Margolin et. al. [MTZM13] (see Figure 2c).

2. Compute Sample Points We take the maximums
of the derivatives of the object-probability heatmaps:
argmax j ∑i H′i ( j), and weight it by a smoothed saliency
map. The saliency map must be smoothed so points near
salient regions have high weight. (See Figure 3a.)

3. Describe: We compute the Object Context descriptor for
each sampled point (see Section 3).

4. Costs: For every point in the first image, we compute the
cost for matching it to every point in the second image.
These are the weighted arcs of a bipartite graph. The cost
function is the sum of square differences of their Object
Context descriptors. In our implementation, we include
all pairs of points between the two images; for larger im-
ages or more sample points, this can be limited to only
allow nearby points. (See Figure 3b.)

5. Outliers: Given a bipartite graph with n1 and n2 nodes in
the first and second set, respectively, add outlier nodes to
each set such that the total number of nodes is n1 + n2.
Arcs between two outlier nodes have no cost. Arcs be-
tween a real node and an outlier node have a cost propor-
tional to the saliency of the real point. This ensures that
highly salient regions have more precision in the match-
ing. (See Figure 3c.)

6. Solve: Given the bipartite graph, we solve for the
minimum-cost graph using a sparse assignment problem
solver using Golberg’s CSA package [CMT88]. (See Fig-
ure 3d.)

The Composition Distance is the average cost of the cor-
respondences.

5. Minimizing Composition Distance

Given an input and an exemplar photograph, we want the
input’s composition to match the exemplar’s. A brute force
method would attempt every possible crop select the one

with the least composition distance to the exemplar using
the procedure in Section 4.

A generalized Hough voting optimization can handle
a multimodal distribution of good crops, but it must be
solved discretely and sampled at different crop window sizes
[SLB∗12, LLS04, Bal87]. A least-squares solution would
find a weighted mean of a multimodal distribution, rather
than a local optimum. We have found that one photograph
can have several acceptable crops, resulting in a multimodal
distribution for many photographs. We therefore perform an
iteration of Hough voting to get near one local optimum,
then an iteration of least-squares to get to the exact solution.

We enforce several constraints related to the saliency. A
crop may not: (1) decrease the average saliency of the image,
(2) intersect a highly salient region, or (3) remove a highly
salient region. This prevents the algorithm from ignoring the
foreground and finding a well-composed image in the back-
ground, and from cutting off important objects by placing
them on the image boundary.

5.1. Scale-Invariant Object Context

The matching algorithm needs to use scale-invariant features
to converge quickly. For example, if the optimal crop is half
the width of the original image, then the Object Context will
capture a region twice as large as it would in the final crop,
creating very different descriptors between the input and ex-
emplar points. We therefore compute a scale-invariant Ob-
ject Context by only using the polar binning, where each bin
sums over the entire region between two angles. Scale in-
variance is only used for the matching procedure; the cost
function (Section 4) is scale-dependent. While this still al-
lows objects outside of the crop window to influence the de-
scriptor, it is invariant to the scale of the image.

5.2. Generalized Hough Voting

We generate a voting map between points in the input and
exemplar. Using the differences between a scale-invariant

c© 2014 The Author(s)
c© 2014 The Eurographics Association and Blackwell Publishing Ltd.
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Object Context descriptor in the input and exemplar image,
we construct a voting map of high-quality crop windows.

We use the Generalized Hough Voting algorithm as fol-
lows: between a point i in the input photograph to be cropped
and j in the exemplar, denote the cost as d(i, j) = ||OC(i)−
OC( j)||, where OC(·) is the Object Context descriptor. We
then take a weighted vote for pixel i having the same lo-
cation as pixel j when cropped with weight d(i, j). We use
the weights of all pairs of points, not just the corresponding
points found in Section 4.

Let the location of point j be a continuous value in [0,1]:
(u j,v j) = (

x j
w j
,

y j
h j
), where (x j,y j) is the discrete coordinate

of the point, and w j,h j is the width and height of the ex-
emplar. We then add a weighted vote for u′i = u j, where the
prime indicates the coordinates in the cropped image:

xi− cl
cr− cl

=
x j

w j

where cr and cl are the x-coordinates of the right and left
edge of the crop window, respectively. Given a fixed aspect
ratio equal to that of the exemplar, we can now solve for cl
and in terms of the crop width, cr− cl :

cl =−
x j

w j
(cr− cl)− xi. (1)

For each candidate width, we solve for cr and cl and add
a vote with weight d(i, j)−1. The procedure is similar for
the vertical axis (with a fixed aspect ratio). We use this algo-
rithm to construct several voting maps at various scales (see
Section 7.3), where each location (x,y) in the voting map
represents the sum of votes for location (x,y) being the cen-
ter of the crop window at the given scale. To reduce noise,
we smooth each voting map with a two dimensional Gaus-
sian filter with a variance of two pixels.

We take the maximum of each smoothed voting map as
candidate crop windows. For each of these candidate crops,
we compute the composition distance to the exemplar.

The candidate crops produced by Hough Voting forms a
tree where each branch is a proposed crop for its parent’s
node. We search this tree in an A* fashion, setting the cost
of each node to distance between its parent node and the ex-
emplar. We only follow branches which are sufficiently dis-
similar to any other attempted crop. In our implementation,
“sufficiently similar” is a crop with equal width and with a
crop center within 2% of the image width. The least-squares
solution will then provide higher precision.

5.3. Least-Squares Solution

We find the scale-invariant correspondences between points
in each image, then solve for the crop window that most
nearly places the corresponding points in the same location.
Whereas in the Hough voting step we used all points in the
images, here we only use the matching correspondences. We

solve a problem of the form Ax = b, where A is a 2N by 4
matrix, and N is the number of correspondences. The rows
in b correspond to cr, cl , cb, ct (the right, left, bottom, and
top coordinates of the crop window).

Each pair of correspondences gives two rows of the sys-
tem of equations:

(
u j (1−u j) 0 0
0 0 v j (1− v j)

)
·


cr
cl
cb
ct

=

(
ui
vi

)

This is a very simplified estimation of an affine transforma-
tion: it prevents rotation, reflection, and scaling, all of which
are undesirable. To preserve the aspect ratio, we find the en-
closing bounding box around these four coordinates with the
correct aspect ratio. While it is possible to preserve aspect ra-
tio in the system of equations by using only three free vari-
ables, we have found that this produces a less stable system.

6. Retrieving Exemplars from a Database

To find relevant exemplars for a given input image, we use
a database of well-composed exemplars and look for se-
mantically similar matches. If we crop our input image to
have a small distance to a well-composed exemplar, then our
cropped image will also be well-composed.

A naive algorithm would operate as follows. We would
first minimize the composition distance between the input
image and all images in the database, resulting in a set of
suggested crops, one per database image. Then we compute
the scale dependent Object Context distance between each
crop and its corresponding database image. We would then
pick one or more crops with the smallest composition dis-
tance. The run time of this algorithm for a large database
would be too high, so we must select a useful subset of the
database first.

6.1. Database Culling

To use a large database of images efficiently. We need a way
of culling the database and ignoring most of the images. We
need the resulting set of images to have similar detected ob-
jects so we can find matching Object Contexts. We therefore
create a global descriptor that is comprised of three parts:

1. A normalized histogram of object labels, where each bin
i is the percent of the image that contains the ith detected
object.

2. A color histogram in HSV space with nine bins per chan-
nel

3. A 320-dimensional gist descriptor

When comparing two descriptors, we take the normalized
sum of square differences of each of the three parts individ-
ually, then sum these three values with equal weights.

c© 2014 The Author(s)
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We precompute each of these feature vectors and find the
top nearest neighbors as candidates. For over 20,000 exem-
plars, our database of filename-descriptor pairs can be stored
in a single 47mb compressed file.

Note that after finding the optimal crop, the global de-
scriptor will change- it will no longer contain information
about parts of the image that have been cropped out. Using
this new descriptor, it is theoretically possible that there are
better matches in the database. In practice, however, the de-
scriptor is robust to these changes and the match results are
similar.

For each nearby candidates, we then perform the match-
ing procedure (Section 5) and pick one or more matches with
the least distance as the most aesthetic crop. Alternatively,
we could use all of the exemplars and cluster them based on
crop window coordinates, with each crop window weighted
by the inverse of the composition distance to that exemplar.
Using a weighted k-means clustering algorithm, the cluster
center with the highest weight is chosen as the crop window.
This produces results less sensitive to errors in the database
of exemplars. The results shown in the supplementary mate-
rial use this method (with k = 2).

Finally, since the matching procedure only requires the
Object Context (both scale-dependent and scale-invariant)
and saliency value for each chosen sample point, we pre-
compute and cache these two values for each sample point
in the database.

7. Implementation Details

We enumerate the parameter and data choices; these have
been only empirically evaluated and may not necessarily be
the optimal choices.

7.1. Computing the Object Context

We use the Finding Things model trained on the La-
belMe+SUN dataset to obtain 232 object detections [TL13].
Their method predicts a single label per pixel by training
one-vs-all Support Vector Machines (SVMs), then smooth-
ing using a Markov Random Field (MRF). Since we want
multiple labels per pixel, we omit the SVM and MRF and
keep all 232 probabilities per pixel (most of which are zero).
Since we omitted the noise suppression inherent in the SVM
and MRF, we emulate it by multiplying each detected object
by both the published accuracy of the detector and the fre-
quency of occurrence in the LabelMe dataset. Though this
noise suppression is ad-hoc, we have found it works well.

We then include face and eye labels detected using Haar
Cascades [VJ01]. The saliency map is also treated as a de-
tected object as a fallback for undetected scene elements.
In total, this results in 235 object probability heatmaps per
image: 232 labels from the Finding Things model, the face
labels, the eye labels, and the saliency map. Since we have

many detected objects, we use the approximate method de-
scribed in Section 3.2 with k = 5 labels per pixel. The
saliency map is always included in the Object Context.

For efficiency, all images are set to be 400 pixels wide.

For the Object Context, we bin radially every 30 degrees
(for a total of p = 12 bins). The distance bins are computed
by multiplying the Euclidean distance by a value α < 1 so
each bin captures a larger radius of pixels. We use d = 3
distance bins and α = 0.4, so our object context captures
the information in a circular region with a radius of 10% of
the image width (20 pixels). Using larger values of p and d
will increase the Object Context’s specificity, which will be
useful for more accurate object labels. Using smaller values
will make the descriptor more general, allowing larger errors
in the object labeling.

7.2. Composition Distance

We restrict all computed sample points to be at least 10 pix-
els apart. The cost of an arc between a real node and an out-
lier node is .02σ, where σ ∈ [0,100] is the saliency value
of that pixel. Note that the maximum possible arc cost be-
tween two real nodes is one (the normalized sum of square
differences of the Object Context).

7.3. Minimizing Distance and Retrieving Exemplars

Generalized Hough Voting must sample at discrete widths.
At each iteration, we sample 50%, 75%, and 95% of the cur-
rent image width. Finer sampling is not necessary since the
least-squares solution will move closer to the optimal width
in a single step. When navigating the A* search tree, we al-
low a maximum of six evaluations of the composition dis-
tance.

We perform the matching procedure on the nearest ten
exemplars found in the database. We take the smallest dis-
tance as the solution. On a four core 3.3GHz machine, each
photograph takes approximately one minute to get through
the searching pipeline after the saliency and object detectors
have been run. The saliency and object detectors we use take
approximately an extra two minutes to run, so the total pro-
cessing time is about three minutes.

8. Results

Our dataset is comprised of over 20,000 images. About 85%
of the images in our database are downloaded from top
rated images on Photo.net and dpchallenge.com. The re-
maining images are pulled from flickr.com to fill any miss-
ing content in database. We downloaded the first results for
each of the following tags: beautiful, beach, city, compo-
sition, landscape, family, ocean, portrait, skyline, or travel,
and we asked an affiliated, non-author expert photographer
to remove poorly composed images. We compare our algo-
rithm empirically against expert crops and other algorithms

c© 2014 The Author(s)
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Experts Ours No Sem Suh
Experts 83.8% 83.6 % 77.1% 78.2%
Turkers 81.2% 83.0 % 77.8% 74.8%

Table 1: Comparison of average crop overlaps with (top)
expert photographers and (bottom) Turk workers. Columns
correspond to expert crops, our predicted crops, our crops
without semantic information, and the thumbnail crop from
Suh et. al. [SLBJ03].

by computing overlapping crop regions and gathering votes
from workers on Amazon Mechanical Turk [mtu].

For subjective evaluation, we also present a comparison
of images with improved composition in Figure 9, which
shows a comparison sequence between our algorithm and
two other approaches [SLBJ03, LCWCO10]. The input im-
ages are from Liu et. al.’s published results. The disadvan-
tage of rule based methods such as Liu’s is that they can only
capture a defined set of rules and thus are not flexible enough
to capture different compositions.

In the supplementary material, we show more results for
which Turk users agreed that our crop was more aesthetically
pleasing than the crop from both Suh et. al.and an expert’s
crop.

8.1. Overlap Comparison

For our first evaluation, we compare the similarity of our
crops to an expert crop. Each photograph can have several
acceptable crops, so we asked four expert photographers to
crop a set of 103 poorly composed photographs. We also
asked ten Turk users to crop the same set of images. We cal-
culate the amount each crop window overlaps with the near-
est expert crop. A graph comparing our results to the experts
is shown in Figure 4, and a table of the average overlaps to
the expert crops (Row 1) and the Turker crops (Row 2) in
Table 1; we discuss in detail below.

The baseline compares the average overlap between the
crop of one expert photographer and the other three experts.
For a fair evaluation, we then compare our method with three
artists at a time, for all four combinations of three artists, and
take the average of these four values. In the “no semantics”
comparison, we replace the Object Context descriptor with a
SIFT descriptor [Low99], choose sample points using SIFT
Keypoints [Low04], and only use GIST and color histograms
when culling the database. Finally, we test against the algo-
rithm of Suh et. al. [SLBJ03].

These results show that the variance in our crops is similar
to the variance between expert crops. While our framework
without semantics is as effective as Suh’s results, neither of
these methods perform as well our framework with seman-
tics.

Figure 4: A comparison of crop overlaps with expert artists.
The x-axis is the percent of overlapping crop windows. The
y-axis is the number of images with at least that amount of
overlap. (Blue) expert crops overlap with each other. (Green)
our crops vs. experts’. (Red) our algorithm without semantic
information. (Turquoise) Suh et. al.’ crops.

8.2. User Study

We conduct a user studies on Amazon Mechanical Turk us-
ing the same dataset of poorly composed photographs. We
present users with an image and three crops: our result, the
result from Suh et. al. [SLBJ03], and one of expert photog-
raphers’ crops (chosen randomly for each image). The order
of the three images are presented randomly; each image is
presented to 5 users. They are asked to pick one or more
photographs which are most aesthetically pleasing.

Turkers selected experts crops 246 times, our crops 220
times, and Suh’s 184 times. When ensuring consistency and
agreement by counting a “vote” only when three or more
users agree on the same result, experts have 36 votes, we
have 51, and Suh has 33. We do not claim to have reached the
quality of expert crops, as our failure cases are more obvious
than a human’s, but these results show that our good crops
are comparable with an expert’s.

When comparing our results to the best published re-
sults of Liu et. al. [LCWCO10], Turkers tend to favor their
method. We presented three images: Liu’s result, our result,
and Suh’s result. When counting votes as described in the
previous paragraph, Liu had 28 votes, we had 18, and Suh
had 11. We did not have access to Liu’s method so we could
not fairly compare it to arbitrary test images. Note that Liu’s
results also had manually-corrected saliency maps, whereas
ours did not.

8.3. Advantages and Disadvantages

For further insight, we analyze the benefits of a data-driven
method over rule-based, and show where data-driven meth-
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ods can fail. The results shown here exemplify the behavior
of the system.

Figure 5: (Left) original image; (Right) a poorly cropped im-
age, due to the lack of information about gaze direction. The
crop would be acceptable if the viewer were looking straight
ahead, but a well-composed image should have the viewers
gaze look across the frame.

Higher-Level Semantics The current data-driven approach
cannot encode composition rules that have higher-level se-
mantics such as gaze direction or depth information. For
example, Figure 5 shows poorly composed image because
the subject is gazing out of the frame rather than across
it [Gar11]. These issues are shared by both data-driven and
rule-based methods, but is easier to amend in the data-driven
method: simply add another “object” which encodes depth,
gaze direction, and any other desired semantic information,
and the Object Context descriptor will handle it gracefully.

Figure 6: (Top left) original image; (Top right) a poorly-
cropped image where the top of the boat is cut, due to missed
regions in the saliency maps and object detector. (Bottom
left) The probability of each pixel being a part of a boat-
notice the top of the boat, where the crop window cuts, has
low confidence. (Bottom right) The computed saliency map
- notice that the top of the boat has relatively low saliency.

Incorrect Saliency Maps or Object Labels Figure 6
shows a failure case where the foreground object was cut by
the crop window. This occurs when the saliency map fails to
detect the object as important, and the object detector misses
part or all of the object. In the rule-based method of Liu et.
al., these failure cases are avoided by manually fixing the
saliency map. In a data-driven method, it is impractical to
manually correct the entire database. By using both object
detectors and a saliency map, we have a level of redundancy.
When both fail, the cropping result is unlikely to be aesthet-
ically pleasing.

Figure 7: (Left) original image; (Middle) a well-cropped im-
age following a very specific composition rule of horizon
placement: when there is reflective water, it is acceptable to
place the horizon line in the center. (Right) The saliency map
successfully detects the reflection in the water as salient.

Implicit Composition Rules Placing the horizon at the cen-
ter of the frame is often considered to be poorly composed,
but is considered acceptable when capturing reflective wa-
ter [pla14]. While this rule is incredibly specific, the combi-
nation of our retrieval results and the object context is able
to capture it despite our lack of a “reflective water” detector.
Figure 7 shows an example where the horizon is placed in
the center of the image, with the sunset just above it. In this
case, the saliency map detected the reflected water as salient
in both this image and the corresponding exemplar in the
database.

Figure 8: (Left) original image; (Right) a well-cropped im-
age following a very specific composition rule of leading
lines: prominent lines, including curved lines, should con-
verge in the center of the frame. The crop window is very
conservative: it places the convergence point in the center of
the frame without excessive cropping.

Another composition rule is to use converging prominent
lines in the center of the frame to give the viewer “a sense of
infinity” [lea14]. Our data-driven method naturally extends
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this idea to curved lines based on the database’s images. Fig-
ure 8 shows the convergence point of the curved lines be-
ing placed directly in the center of the image. A rule-based
method would need to explicitly detect curves to encode this
rule, rather than just straight lines.

9. Conclusion, Limitations, and Future Work

We have presented a novel composition descriptor and con-
structed a composition distance method based on correspon-
dences of these descriptors in two images. The Object Con-
text can be either weakly scale-dependent and completely
scale-independent. We minimize the composition distance to
match the composition between an input and exemplar pho-
tograph. We store a large database efficiently and can quickly
cull it to find potential matches. We minimize the composi-
tion distance to each candidate and provide one or more crop
recommendations.

Our method is complementary to current data-driven
methods which use low-level cues such as intensity and tex-
ture statistics. It can also improve composition rating algo-
rithms which explicitly encode rules such as diagonal dom-
inance, visual balance, and the rule of thirds. Current al-
gorithms are not able to efficiently search the parameter
space of crops, resorting to brute-force searches [SAD∗06]
or Particle Swarm Optimizations [LCWCO10]. Our mini-
mization algorithm can be used to speed up naive crop win-
dow searches.

As with all data-driven methods, we are limited by the
images in our database. If we encounter a vastly different
image, we may not handle it as gracefully as a rule-based
method, and fail completely. However, the composition dis-
tances are large in these cases, so we know that we have
produced a poor result.

The inaccuracy of object and saliency detectors will cause
errors in our results. We attempt to mitigate these errors
through redundancy, using several different detectors on
each image. It is impractical to manually correct detection
errors in the database; however, it may be beneficial to cor-
rect errors in the test images. Our results will improve as
these computer vision algorithms become more accurate,
and as the number of photographs in the database increases.

While we have stated our motivation for various design
decisions throughout this paper, we have left a thorough
evaluation of their importance to future work. Some open
questions include regarding these choices include: Could
fewer objects be used to speed up the precomputation time?
How important are each of the features in the global de-
scriptor? Because we have found that adding photographs to
the database improves results, how many more photographs
do we need before this improvement plateaus? How can we
combine data-driven and rule-based methods, and will such
a hybrid improve results?

Finally, as discussed in Section 8.3, the Object Con-
text cannot alone capture all composition rules. Augment-
ing the Object Context with higher level descriptors, includ-
ing depth estimation, pose estimation, and action recognition
will capture additional composition rules that are present in
the database.

Using a database instead of encoding rules, we can adapt
to personal preferences and the ever-changing notion of aes-
thetics and beauty.
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