Abstract

Goals:
* Accelerate anomaly detection
 Simplify trend understanding

Observations:
e System logs are unintelligible
* Admins grep to find relevant info

Contributions:
* Supplement grep with visualizations
* Cluster nodes by trends

Algorithm Summary

1. Compute per-node features
* Message count vector
e Statistics across time
e Each node computes its own features
2. Select k most representative nodes
e Using distributed k-means clustering
e User interactively chooses k
3. Display interactive visualization
e Client processes visualization
* Web server clusters on-demand
e Server communication through Apache

Future Work

* Automatically determine plot type
* Extend to online, realtime analysis

* Preprocess features
* Cluster & control log message types
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Screenshot

Cluster 1 contains 1 nodes. Configuration Options

4:23:11 PM: Elapsed time to compute feature pyramid: 0.31s Time range:  4:20:39 PM -
4:23:11 PM: Found 2 invalid patches (7698 valid) 4:50:27 PM
4:23:11 PM: Found 2 invalid patches (7698 valid)

4:23:14 PM: Elapsed time to compute detections: 1.22s
4:23:15 PM: Elapsed time to construct final result set: Os
4:23:18 PM: Elapsed time to compute feature pyramid: 0.31s
4:23:18 PM: Found 160 invalid patches (7540 valid)

4:23:18 PM: Found 160 invalid patches (7540 valid)
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Number of Nodes: 2

Number of Messages: 3
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Grep Command:
Cluster 2 contains 5 nodes. (timelpatch)

4:21:42 PM: Elapsed time to compute feature pyramid: 0.35s
4:21:42 PM: Found 727 invalid patches (6973 valid)

4:21:42 PM: Found 727 invalid patches (6973 valid)

4:21:43 PM: Elapsed time to compute detections: 1.22s
4:21:44 PM: Elapsed time to construct final result set: 0s
4:21:45 PM: Found 0 invalid patches (7700 valid)

4:21:45 PM: Elapsed time to compute feature pyramid: 0.48s
4:21:45 PM: Found 0 invalid patches (7700 valid)

Refresh data

Anomaly Detection Results Timing Results

* Run on 500,000 messages per node
* 30mb sent to HTTP Server per node
e Client-side visualization processing

Metric: How many clusters are required
until anomalous node in its own cluster?
(Best case: 2)
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